On the absence of collective motion in a bulk suspension of spontaneously rotating dielectric particles†
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A suspension of dielectric particles rotating spontaneously when subjected to a DC electric field in two dimensions next to a no-slip electrode has proven to be an ideal model for active matter [Bricard et al., Nature, 2013, 503, 95–98]. In this system, an electrohydrodynamic (EHD) instability called Quincke rotation was exploited to create self-propelling particles which aligned with each other due to EHD interactions, giving rise to collective motion on large length scales. It is natural to question whether a suspension of such particles in three dimensions will also display collective motion and spontaneously flow like bacterial suspensions do. Using molecular dynamics type simulations, we show that dielectrophoretic forces responsible for chaining in the direction of the applied electric field in conventional electro rheological fluids and the counter-rotation of neighboring particles in these chains prevent collective motion in suspensions undergoing spontaneous particle rotations. Our simulations discover that the fundamental microstructural unit of a suspension under Quincke rotation is a pair of counter-rotating spheres aligned in the direction of the electric field. We perform a linear stability analysis that explains this observation.

1. Introduction

Suspensions of particles dispersed in a liquid medium are commonly found in food, cosmetic, pharmaceutical and construction industries. Typical examples include milk, ink, paint, cement, slurries and blood.1,2 Adding particles to liquids imparts properties that are otherwise difficult or impossible to achieve. From a fluid mechanics viewpoint, the apparent viscosity of a suspension can be increased by incorporating solid particles or more viscous fluid droplets, or decreased by viscosity of a suspension can be increased by incorporating solid particles or more viscous fluid droplets, or decreased by viscosity of a suspension by the application of an external field. If the constituent particles are susceptible to electric polarisation, they can respond to electric fields in addition to flow fields. These suspensions are termed electro rheological (ER) fluids. The first experiments on ER fluids date back to 1949, when Winslow6 applied an electric field to a concentrated suspension of semiconductive spheres with a high dielectric constant. Upon applying a shear flow, he observed an increase in the apparent viscosity of the suspension. For a detailed history of experimental and theoretical work on electro rheological phenomena, we refer the reader to review articles.7–9

Microscopically, ER fluids are two-phase materials, and our interest lies in the macroscopic properties of such complex media. Early studies focused on solid inclusions within solid materials. Determining the effective conductivity of a medium has been central in seminal investigations.10–13 In two-phase fluid mechanical problems, Einstein14 and Taylor15 examined the effective viscosity of suspensions with solid particles and fluid droplets, respectively. Incorporating gravity, which induces particle sedimentation, into these theoretical calculations adds considerable complexity. To address this, Batchelor16–18 devised the renormalization technique to account for hydrodynamic interactions among sedimenting particles and those exposed to shear flows.

In a fluid medium, suspended particles can also undergo motion due to electric and viscous forces. The aforementioned theoretical approaches do not apply when the suspension’s structure is unknown and changes with time. In the case of ER fluids, accounting for both electric and hydrodynamic interactions significantly enhances the problem’s complexity. Therefore, numerical simulations become necessary to unveil
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the microstructure of an ER suspension. Early computational investigations into ER fluids were conducted by Zukoski and co-workers. They employed the point-dipole approximation to compute the dielectrophoretic (DEP) force acting on particles while ignoring hydrodynamic interactions. This approximation enabled simulations of 100–300 particles in two dimensions. Bonnecaze and Brady, on the other hand, employed the more precise Stokesian dynamics method to calculate the effective conductivity of a medium containing solid inclusions. Subsequently, they solved the complete electrohydrodynamic (EHD) problem for ER fluids, capturing the microstructure of a suspension subjected to shear flow. These simulations considered higher-order electric and flow interactions, resulting in increased accuracy. However, the computationally intensive nature of the Stokesian dynamics method limited them to simulating a monolayer of 25 particles. Both research groups successfully replicated experimental findings. However, their assumption of instantaneously polarized particles is valid only when both particles and the fluid act as perfect dielectrics, leading to the neglect of the charge conservation equation in the Taylor-leaky dielectric model.

ER fluids that have finite but relatively poor conductivity are well described by this model; refer to Saville for a comprehensive review. This model lacks electrokinetic effects that generate electroosmotic flows around a particle’s surface. Additionally, magnetic fields arising from electric currents are absent, resulting in the exclusive coupling of electric and flow fields at the interface. The initial rigorous experiments on EHD interactions of spheres suspended in a fluid were conducted by Mason and co-workers. They employed the point-dipole approximation to discard the notion that the suspending fluids could be treated as insulators. Despite the poor conductivity of the suspending fluids, Taylor recognized that even a slight conductivity would enable electric charge to reach the drop interface, leading to the formulation of the leaky dielectric model. ER fluids that have finite but relatively poor conductivity are well described by this model; refer to Saville for a comprehensive review. This model lacks electrokinetic effects that generate electroosmotic flows around a particle’s surface. Additionally, magnetic fields arising from electric currents are absent, resulting in the exclusive coupling of electric and flow fields at the interface. The initial rigorous experiments on EHD interactions of spheres suspended in a fluid were conducted by Mason and co-workers.

Allan and Mason reported anomalous observations on oblate drops that were inexplicable by existing theories and led Taylor to discard the notion that the suspending fluids could be treated as insulators. Despite the poor conductivity of the suspending fluids, Taylor recognized that even a slight conductivity would enable electric charge to reach the drop interface, leading to the formulation of the leaky dielectric model. ER fluids that have finite but relatively poor conductivity are well described by this model; refer to Saville for a comprehensive review. This model lacks electrokinetic effects that generate electroosmotic flows around a particle’s surface. Additionally, magnetic fields arising from electric currents are absent, resulting in the exclusive coupling of electric and flow fields at the interface. The initial rigorous experiments on EHD interactions of spheres suspended in a fluid were conducted by Mason and co-workers.

Surprisingly, an electrorotational instability, well described by the leaky dielectric model, had gone unnoticed by most researchers, including Rayleigh, Taylor, and Mason. This phenomenon, discovered in 1896 by Quincke, is observed when a dielectric particle is suspended in a weakly conducting dielectric fluid such that $\tau_\text{p} > \tau_\varepsilon$, where $\tau = \varepsilon/\sigma$ is the charge relaxation time, $\varepsilon$ is the permittivity, and $\sigma$ is the conductivity. The subscripts ‘p’ and ‘f’ stand for the particle and fluid phases, respectively. When the applied electric field $E_0 = E_\varepsilon \varepsilon$ is sufficiently strong (greater than a critical value $E_c$), the particle starts rotating spontaneously. The direction of the angular velocity $\Omega$ is indeterminate but always remains perpendicular to the applied field, $\Omega \cdot E_0 = 0$. In this configuration, the viscous torque is balanced by the electric torque acting on the particle. Quincke electrorotation of isolated drops has also been observed and studied in detail.

A sequence of experiments investigating the dynamics of a suspension containing rigid dielectric particles under Quincke rotation was conducted by Lemaire and co-workers. Lemaire et al. were the first to report the behaviour of a suspension of weakly conducting PMMA particles subject to a Couette flow and a strong DC electric field, simultaneously. The particles were placed inside a parallel plate rheometer filled with a mixture of transformer oil and another dielectric liquid, Ugilec. A constant shear stress was applied to the upper plate for 20 seconds so that all particles rotated in the vorticity direction. The applied torque was subsequently gradually decreased to zero, facilitating the measurement of the plate’s equilibrium angular velocity. Under strong fields, they observed that the apparent viscosity declined to zero, and the rheometer continued to rotate without the need for an external torque. These findings stand in contrast to the experiments of Winslow, Marshall et al., Klingenberg and Zukoski IV, and simulations of Klingenberg et al. and Bonnecaze and Brady where inclined chains between the electrodes were detected, leading to an augmentation in the apparent viscosity of the suspension.

In a different set of experiments, Lemaire et al. placed dielectric particles in a Poiseuille flow and reported an increase in flow rate when Quincke rotation occurred. The authors derived an expression for the flow rate but neglected EHD interactions. A discrepancy between experiment and theory was observed when the particle concentration was increased. The authors speculated that hydrodynamic interactions between particles could modify the spin direction as well as the rotation rate of individual particles so that the average spin rate of the whole suspension is reduced. They also speculated that the role played by dipolar interactions between particles in their experiments was to drive particle chaining as in conventional ER fluids without rotation. The emergence of layered structures perpendicular to the vorticity direction was also reported, which was attributed to the suspension’s diminished flow rate. Through simulations, we will demonstrate the validity of both these speculations in the absence of a shear flow, with similar implications expected in its presence.

All the aforementioned experimental works were concerned with rheological properties of an ER fluid, which required application of a shear flow by definition. More recently, Quincke rotation has seen a resurgence of interest in the context of synthetic active matter. In these systems, the external field does not dictate the direction of collective motion. The fundamental constituent of active matter is a self-propelled particle powered by an external field but whose direction of motion remains indeterminate. This allows its direction to be influenced by its neighbours and the possibility of emergence of collective motion. Bricard et al. realized that the spontaneous rotation of a particle under Quincke rotation can be converted to spontaneous translation simultaneously when placed next to a no-slip wall, giving rise to so-called Quincke rollers. EHD interactions in collections of Quincke rollers were shown to give rise to macroscopic flocking dynamics. Recent experiments with the same physical system have also reproduced the run-and-tumble dynamics of bacteria and oscillatory dynamics. We also note experimental work that highlighted the short-ranged electrostatic interactions on collective motion of Quincke rollers, recent simulations of
Quincke rollers using the smoothed profile method and isolated self-propelled particles in bulk powered by Quincke rotation.

With the renewed interest in ER suspensions from an active matter perspective, we identify a significant gap in the existing literature. No experiments or simulations have explored a bulk fluid suspension of particles under Quincke rotation without the influence of an external flow. Our present study endeavors to address this void by focusing on a suspension of rigid spherical particles experiencing Quincke rotation. This paper addresses two fundamental inquiries. Firstly, does a system exhibiting collective motion in two dimensions alongside a surface replicate the same behavior in three dimensions? Secondly, do particle suspensions undergoing Quincke rotation indeed develop chains due to dipolar interactions, as speculated by Lemaire et al., and, if so, are these chains stable?

To answer these questions, we extend our previous work on the EHD interaction of a pair of spherical particles under Quincke rotation to multiple particles \((N = 500–1000)\). Our simulations may also be seen as extending those of Klingenberg et al., and Bonnecaze and Brady, as we use the complete leaky dielectric model which results in a dipole evolution equation depending on both permittivity and conductivity ratios rather than an instantaneous dipole solely dependent on the permittivity ratio. This work also complements the previously published results on suspensions subject to the combined electrohydrodynamic effects of dielectrophoresis and induced-charged electrophoresis (ICEP). We note the work of Hu et al. on the dynamics of a suspension of spontaneously spinning particles. They focused on the effect of a non-uniform electric field and did not address the questions raised here.

The paper is organized as follows. In Section 2, we describe the problem set up. We review the dynamics of a single particle under Quincke rotation in Section 2.1 and extend the governing equations for multiple particles capturing EHD interactions in Section 2.2. In Section 3, we discuss the relevant parameters for the simulations. In Section 3.1, we reproduce the familiar effect of DEP chaining when the applied electric field is below the critical value for Quincke rotation. This is followed by a discussion on the microstructure of a suspension under Quincke rotation in Section 3.2. We show that DEP forces in three dimensions that cause chaining or fibrations in conventional ER fluids impede collective motion in ER fluids with Quincke rotation. In Section 3.3, we focus on isolated single chains and discuss their dynamics. In Section 3.4, we turn our attention to the fundamental building block of the suspension microstructure: a pair of counter-rotating particles, and we discuss its stability when it is aligned in parallel and perpendicular directions to the electric field. We end with conclusions and directions for future work in Section 4.

2. Problem formulation

Our physical system consists of spherical dielectric particles of radius \(a\), permittivity \(\varepsilon_p\), and conductivity \(\sigma_p\), suspended in a dielectric fluid of permittivity \(\varepsilon_f\), conductivity \(\sigma_f\) and viscosity \(\eta\), subject to an electric field \(E_0 = E_0 e_x\), see Fig. 1. We first review the dynamics of a single isolated spherical particle in an infinite fluid medium, before discussing the case of multiple interacting particles.

2.1 Single particle in an infinite fluid

The dynamics of a single particle under Quincke rotation in an infinite fluid medium has been discussed by Jones and Turcu. The leaky dielectric model postulates the formation of charge \(q = n \cdot [\sigma E]\) on the particle-fluid interface arising due to a jump in the Ohmic current \(n \cdot [J] = n \cdot [\sigma E]\) across the interface. Here, \(n\) is the outward unit normal vector on the surface, and \([J]\) denotes the jump of variable \(f\) across the interface in the direction of \(n\). The interfacial charge density gets convected with the interfacial velocity \(u\), and thus obeys the conservation equation,

\[
\frac{\partial \tilde{q}}{\partial t} + n \cdot [J] + \nabla_s \cdot (\tilde{q} u) = 0, \tag{1}
\]

where \(\nabla_s = (n \cdot n)n\) is the surface divergence operator. In the case when the rigid particle is rotating at an angular velocity \(\Omega\), its interfacial velocity is \(u = \Omega \times an\). Note that \(\Omega\) is unknown and must be found by balancing torques on the spherical particle. Upon expanding the electric potential on the basis of spherical harmonics, the surface charge conservation eqn (1) can be used to derive an evolution equation for the dipole moment induced in the particle:

\[
\frac{dP}{dt} = \Omega \times [P - a^2 \varepsilon_p E_0] - \frac{1}{\tau_{MW}}[P - a^2 \sigma_p E_0]. \tag{2}
\]

Fig. 1 Schematic diagram showing a pair of spherical particles undergoing Quincke rotation at locations \(x_\alpha\) and \(x_\beta\) respectively. The vector pointing from the centre of \(\alpha\) to \(\beta\) is denoted as \(R_{\alpha \beta} = x_\beta - x_\alpha\). The applied field is in the \(z\)-direction, \(E_z = E_0 e_z\). The translational and angular velocities of the spheres are denoted with \(U\) and \(\Omega\), respectively. Permittivity and conductivity are denoted as \(\varepsilon\) and \(\sigma\). The particle and fluid phases are denoted with the subscripts ‘\(p\)’ and ‘\(f\)’, respectively.
Readers are referred to Das and Saintillan\textsuperscript{54} for details. The characteristic time scale at which the dipole relaxes to its steady state is the Maxwell–Wagner relaxation time, denoted as $\tau_{\text{MW}}$, and $\varepsilon_{\text{pf}}$, $\sigma_{\text{pf}}$ are the Clausius–Mossotti factors,\textsuperscript{36} given as,

$$
\tau_{\text{MW}} = \frac{\varepsilon_p + 2\varepsilon_f}{\varepsilon_p + 2\varepsilon_f}, \quad \varepsilon_{\text{pf}} = \frac{\varepsilon_p - \varepsilon_f}{\varepsilon_p + 2\varepsilon_f}, \quad \sigma_{\text{pf}} = \frac{\sigma_p - \sigma_f}{\sigma_p + 2\sigma_f}.
$$

(3)

The particle may experience a dielectrophoretic force and torque due to interaction of the induced dipole with the applied electric field and its gradient,

$$
F_e = 4\pi\varepsilon_0 P \nabla E_0, \quad T_e = 4\pi\varepsilon_0 P \times E_0.
$$

(4)

The DEP force and torque will be resisted by the viscous force and torque acting on the spherical particle due to its motion,

$$
F_t = -6\pi\eta a U_t, \quad T_t = -8\pi\eta a^3 \Omega_t,
$$

(5)

where $U$ and $\Omega$ are the translational and rotational velocities, respectively. As the effect of inertia can be ignored owing to the particle’s size, usually a few micrometers, electric and viscous forces and torques balance each other,

$$
F_e + F_t = 0, \quad T_e + T_t = 0.
$$

(6)

Here, we only consider a uniform external field as a consequence of which a single isolated particle does not experience any DEP force, $F_e = 0$, and thus remains fixed in space. However, it can undergo rotation with an angular velocity obtained by balancing electric and viscous torques acting on the body,

$$
-8\pi\eta a^3 \Omega + 4\pi\varepsilon_0 P \times E_0 = 0.
$$

(7)

At steady state, solving the governing eqn (2) and (7) for the angular velocity yields the trivial solution $\Omega = 0$, implying no rotation. A second solution also exists with a constant non-zero angular velocity with magnitude

$$
\Omega = \frac{1}{\tau_{\text{MW}}} \sqrt{\frac{E_0^2}{E_c^2} - 1}, \quad \text{with} \quad \Omega \cdot E_0 = 0,
$$

(8)

where $E_c$ is the critical electric field strength above which Quincke rotation can take place,

$$
E_c = \sqrt{\frac{2\eta}{\varepsilon_0 \tau_{\text{MW}}(\varepsilon_{\text{pf}} - \sigma_{\text{pf}})}}.
$$

(9)

The direction of rotation is indeterminate and depends on the initial condition. However, it can be shown to be always perpendicular to the electric field. For a given particle-fluid system, real values of $E_c$ exist only if $\varepsilon_{\text{pf}} > \sigma_{\text{pf}}$. This simplifies to the condition required for Quincke rotation to take place, $\tau_p > \tau_{\text{MW}}$.

### 2.2 Multiple particles subject to an electric field in a periodic domain

Next, we consider pairwise interactions of multiple particles subject to a uniform DC electric field when all the directions, $x, y, z$, are periodic, see Fig. 2. Periodicity is imposed to remove the effects of free boundaries. The particles colored in red are in the physical box highlighted with blue colored faces, while their periodic images are in green in the immediate neighboring boxes. In total, there are 1 physical box and $8 + 9 + 9$ periodic image boxes. The physical box is cubic with dimensions $L \times L \times L$.

The detailed derivations capturing the EHD interactions of dielectric particles are given in Das and Saintillan\textsuperscript{54} and not repeated here for brevity. We simply extend the equations from a pair in an infinite domain to $N$ particles in a periodic domain. The electric and flow field around a particle $x$ are disturbed by the remaining $N - 1$ particles in the physical domain and $26N$ particles in the $26$ periodic images boxes, denoted as $\beta$. We only retain leading-order interactions: point-dipole electric field and point-rotlet flow field interactions between the spherical particles. The dipole moment $P_x$ of a spherical particle $x \in [1, N]$ located at $x$, and rotating at an angular velocity $\Omega_x$, satisfies the dipole moment evolution equation,

$$
\frac{dP_x}{dt} = \Omega_x \times [P_x - \alpha^3 \varepsilon_{\text{pf}} E_x] - \frac{1}{\tau_{\text{MW}}} [P_x - \alpha^3 \varepsilon_{\text{pf}} E_x] + \varepsilon_{\text{pf}} \frac{dE_x}{dt},
$$

(10)

where $E_x$ is the electric field experienced by it that includes perturbations $E_{\beta x}$ due to the dipole moments of all the other spheres,

$$
E_x = E_0 + \sum_{\beta \neq x} E_{\beta x} + \mathcal{O}(R_{\beta x}^{-8}),
$$

(11)
where,
\[
E_{\theta} = -\frac{a^3}{R_{ab}^3} \Pi \cdot P_{\beta}, \quad \text{and} \quad \Pi = I - 3\hat{R}_{ab}\hat{R}_{ab}. \tag{12}
\]

\(R_{ab} = x_{ab} - x_a\) is the vector pointing from the centre of the sphere \(a\) to \(b\), and \(\hat{R}_{ab} = R_{ab}/R_{ab}\). We note that the last transient term in eqn (10) was missing in our previous article.\(^5\) This term is non-zero because the electric field \(E_a\) around particle \(a\) depends on the dipole moments \(P_b\) of neighboring particles and on the relative position vectors \(R_{ab}\), which are functions of time. We neglect the latter effect in the following since it is of a higher order \(O(R_{ab}^{-8})\). Corrections to the electric field, \(E_a\), due to higher-order multipole moments are of order \(O(R_{ab}^{-6})\) and hence neglected in eqn (11). The torque balance equation provides us with an expression for the angular velocity of sphere \(a\) in terms of the dipole moments of all the particles,

\[
4\pi \epsilon_0 \sum_{b \neq a} P_{ab} \times E_a - 8\pi \eta a^3 \left[ \Omega_a - \sum_{b \neq a} \omega_{ab}\right] + O(R_{ab}^{-6}) = 0. \tag{13}
\]

The first term on the left hand side is the net electric torque experienced by sphere \(a\) that takes into account electric interactions. The term \(\omega_{ab}\) takes into account hydrodynamic interactions due to the rotational flow field created by the motion of all other spheres. The vorticity due to the translational velocity of other spheres is of order \(O(R_{ab}^{-6})\) and hence neglected. The rotlet flow at \(x_a\) due to a rotating sphere located at \(x_b\) is,

\[
u_{ab} = -\frac{a^3}{R_{ab}^3} \Omega_a \times \hat{R}_{ab}, \tag{14}\]

from which the disturbance vorticity is found as

\[
\omega_{ab} = \frac{1}{2} \nabla \times \nu_{ab} = -\frac{a^3}{2R_{ab}^3} \Pi \cdot \Omega_b. \tag{15}\]

For a given set of \(N\) spheres with known dipole moments, one needs to solve a linear system of equations to obtain the angular velocities \(\Omega_a\) using eqn (13). However, realising that we only need to retain the leading order term in the angular velocity of sphere \(b\), eqn (15) simplifies to,

\[
\omega_{ab} = -\frac{1}{2R_{ab}^3} \Pi \cdot \Omega_b = -\frac{1}{2R_{ab}^3} \Pi \cdot \left[\frac{1}{2\eta a^3} P_b \times E_b\right], \tag{16}\]

so that the angular velocity of each sphere can be computed directly for a given set of dipole moments.

When particles are interacting, they can also undergo translational motion as they are transported in each other's flow fields and also experience dielectrophoretic forces due to gradients in electric field. The translational velocity of sphere \(a\) is obtained by balancing DEP and viscous forces acting on it,

\[
4\pi \epsilon_0 \sum_{b \neq a} P_{ab} \cdot \nabla E_a - 6\pi \eta a \left[ U_a - \sum_{b \neq a} \nu_{ab}\right] + O(R^{-5}) = 0, \tag{17}\]

where the gradient of the electric field is,

\[
\nabla E_a = -\frac{3}{R_{ab}^4} [P_b \dot{\hat{R}}_{ab} + \hat{R}_{ab} \dot{P}_b + P_b \cdot \hat{R}_{ab} (I - 5\hat{R}_{ab}\hat{R}_{ab})], \tag{18}\]

with higher order terms \(O(R_{ab}^{-9})\) being neglected. The first term on the left hand side of eqn (17) is the DEP force \(F_E\) and captures dipolar interactions through the gradient of the perturbed electric field \(\nabla E_a\). The second term \(\nu_{ab}\) given in eqn (14) captures hydrodynamic interactions due to the disturbance flow field created by the motion of all other spheres. Higher-order corrections \(O(R_{ab}^{-5})\) arising from flows created by Stokeslets are neglected.

In the rest of the paper, we use the radius of the sphere as the characteristic length scale \(a\), the Maxwell–Wagner relaxation time \(\tau_{MW}\) as the time scale, and \(E_0\) as the electric field strength to non-dimensionalise physical quantities. The dipole moment is non-dimensionalised with \(a^3 E_0\). Non-dimensionalising the torque and force balance eqn (13) and (17) gives rise to a dimensionless number, called the Mason number, \(Ma\), that captures the ratio of viscous to electric stresses,

\[
Ma = \frac{\eta}{\tau_{MW} \epsilon_0 E_0^2}. \tag{19}\]

Note there is a factor of 2 difference in the definition of the Mason number in our previous article.\(^5\) We also note that the formation of particle chains under Quincke rotation and their rupture in a shear flow was described with a modified Mason number in a previous paper.\(^9\) The particles are randomly distributed in space initially at time \(t = 0\) with dipole moment \(P = q\epsilon_0 e_z\) equivalent to zero charge \(q = 0\) on the fluid–particle interface. After non-dimensionalization, the governing equations can be summarized as follows. The electric dipoles \(P_{\beta}\) angular velocities \(\Omega_{\beta}\), and translational velocity \(U_{\beta}\), satisfy the 3N coupled vector ordinary differential equations:

\[
\frac{dP_{\beta}}{dt} = \Omega_{\beta} \times \left[ P_{\beta} + \epsilon_0 \left[ -e_z + \frac{1}{R_{ab}^3} \Pi \cdot P_{\beta}\right] \right] - \left[ P_{\beta} + \sigma P_{\beta} \right] \left[ -e_z + \frac{1}{R_{ab}^3} \Pi \cdot P_{\beta}\right] - \frac{\epsilon_0 \Pi \cdot P_{\beta}}{R_{ab}^3} \frac{dP_{\beta}}{dt}, \tag{20a}\]

\[
\frac{dP_{\beta}}{dt} = -\frac{1}{R_{ab}^3} \Omega_{\beta} \times \hat{R}_{ab} + F \hat{R}_{ab} \tag{20c}\]

\[
U_{\beta} = -\frac{2}{Ma R_{ab}^3} \left[ P_{\beta} \cdot \hat{R}_{ab} \hat{R}_{ab} + (P_{\beta} \cdot \hat{R}_{ab}) P_{\beta} \right] + (P_{\beta} \cdot \hat{R}_{ab}) \hat{R}_{ab} - 5(P_{\beta} \cdot \hat{R}_{ab})(P_{\beta} \cdot \hat{R}_{ab}) \hat{R}_{ab}, \tag{20c}\]

where summation over all the particles \(\beta \neq \alpha\) is implied and \(\alpha \in [1, N]\). This system of equations is integrated numerically using an explicit 4th order Runge–Kutta method. The transient term \(P_{\beta}\) on the right-hand side of eqn (20a) is unknown at time \(t = t_0\); to avoid inverting a large system of equations, we treat this term explicitly by using its known value at the previous
time step \( t = t_{n-1} \) (it is omitted during the first time step at time \( t = 0 \)). Note that the method presented here relies on a far-field approximation and is therefore quantitatively inaccurate for small separation gaps \( R \approx 2-5 \). To resolve near-field effects, one would need to implement more accurate but computationally expensive methods such as the boundary element method.\(^{39,42,52,60}\) Nevertheless, the qualitative behaviour of the suspension is expected to remain unaffected when using far-field expansions, as has been shown to be the case in other related physical systems.\(^{61}\) Since the simulation box is periodic, when a particle exits the box, it re-enters from the opposite face with the same dipole moment and linear and angular velocities. A short-range repulsive interaction force is added to the force balance equation to prevent particles from overlapping,

\[
F_s = -C \frac{e^{-D(R_{ab}^{-2} - 2.01)}}{1 - e^{-D(R_{ab}^{-2} - 2.01)}},
\]

where \( C = D = 200 \) was found to be a stable choice that prevented overlaps while not posing severe restrictions on the time step. Similar short-range repulsive forces have been used in Stokesian Dynamics simulations for the same purpose.\(^2^3\)

Since the repulsive force acts along the direction of the vector joining the centres of two spheres, it does not induce any torque on the particles. More sophisticated versions of steric interaction models can be implemented\(^5^4,6^2,6^3\) but are not considered here for simplicity.

### 3. Results

We simulate the coupled ODEs eqn (20) for two system sizes, \( N = 500 \) and 1000. Most of the plots shown are for \( N = 500 \) for visual clarity, while results for both system sizes are used when particle averages are considered. We did not find any qualitative differences between the results for these two system sizes. Since our formulation is based on far-field expansions, we restrict our simulations to density ratios ranging from \( \phi = 0.02-0.1 \). The ratio of conductivities \( R = \sigma_p/\sigma_f = 30 \) and \( Q = e_p/e_f = 0.5 \) were chosen, which results in \( \gamma_p = -0.48 \) and \( \gamma_f = -0.20 \). Note that Quincke rotation occurs for \( RQ > 1 \) and \( E_0/E_c > 1 \),\(^5^4\) the latter condition being strictly true for an isolated spherical particle. In Section 3.1, we choose \( E_0 = 0.9E_c \) so that there is no Quincke rotation, while in Section 3.2, we choose \( E_0 = 2E_c \). We have also performed simulations for \( E_0 = 3E_c \) and found no qualitative difference in the results, most important of which is the absence of collective motion of the suspended particles. Particle averages of quantities, \( f \) for example, are denoted as \( \langle f \rangle \).

#### 3.1 Suspension dynamics with \( E_0/E_c < 1 \)

First, we perform simulations below the critical field for Quincke rotation (\( E_0/E_c = 0.9 \)) and reproduce the well-known chaining effect in a conventional ER fluid, observed in both experiments\(^7\) and previous simulations.\(^1^9,5^5\) In most prior simulation studies, the dipole moment at any instant was kept fixed and given by \( P = \varepsilon_0 \alpha^2 E_0 \), neglecting electrical interactions. In contrast, we solve the complete dipole moment evolution equation that accounts for finite solid and fluid phase conductivities, eqn (20a). This still reproduces chaining because the tensorial form of the DEP force and, in particular, its dependence on the vector joining the centre of two spheres \( R_{ab} \) remains the same, see eqn (18). Consequently, the particles experience attraction in the direction of the electric field and repulsion in the direction perpendicular to it. Fig. 3a shows particles randomly distributed in the simulation box initially at time \( t = 0 \), and Fig. 3b shows the same particles aligned along the direction of the electric field at time \( t = 500 \) in the absence of Quincke rotation. Small isolated clusters are evident, containing particles that revolve around their respective axes. However, the majority of particles do not exhibit rotation. This observation is consistent with our previous finding\(^5^4\) that the critical electric field for the Quincke rotation of a pair of particles can either increase or decrease based on their configuration.

The bottom row Fig. 3c–d show the particle structure at \( t = 0 \) and \( t = 500 \) when viewed in the direction opposite to the electric field (negative \( z \)-direction). We project the particles onto the \( (x, y) \) plane, equivalent to averaging in the \( z \)-direction, and define a porosity, \( f \), denoting the fraction of area that is unoccupied by particles in that top view. Note that the maximum possible chain length is equal to the box size \( L \). For a given particle number \( N \) and box size \( L \), there is a maximum porosity \( f_m \) corresponding to the case when all the particles form perfect vertical chains spanning the length of the box. For a given microstructure, we normalize the porosity by this maximum porosity value as a way to quantify the degree of...
chainng and alignment in the suspension. For a random distribution of particles, we find the porosity to be \( f_{\text{fIn}} = 0.56 \) at time \( t = 0 \), see Fig. 3c, and in the steady state \( t = 500 \) when chaining is observed, we find the porosity to be \( f_{\text{fIn}} = 0.75 \), see Fig. 3d. These numbers were obtained by an image processing tool in MATLAB. The stability of these chains in the absence of Quincke rotation has been discussed extensively\(^{2,26,55}\) and is reproduced in Section 3.4.

We characterize the statistics of particle distributions in more detail in Fig. 4. We first plot in Fig. 4a the probability density function \( P(N) \) of the number of particles \( N \) residing in small randomly placed cubic interrogation boxes with a size chosen to have a mean of \( \langle N \rangle = 4 \). In a perfectly random distribution of non-interacting point particles, a Poisson distribution \( P(N) = \langle N \rangle^N e^{-\langle N \rangle}/N! \) is expected as shown in red in Fig. 4a. The density function measured in our simulations follows the Poisson distribution fairly well on this particular length scale, despite the occurrence of chains in the vertical direction. Chaining is quantified more precisely in Fig. 4b, where we plot the pair distribution function\(^{64}\) in the \((r, z)\) plane, where \( r = \sqrt{x^2 + y^2} \) is the distance from the vertical axis in cylindrical coordinates. The pair distribution function exhibits a series of bright spots along the direction of the electric field at roughly an interval of \( z = 2 \) equal to the particle diameter, indicative of regular chains along the vertical direction, as seen in previous work on dielectric particles.\(^{56}\)

### 3.2 Suspension dynamics with \( E_0/E_c > 1 \)

Next, we subject the suspension to a stronger electric field, \( E_0 > E_c \), so that Quincke rotation can occur, keeping other simulation parameters fixed as in Section 3.1. Fig. 5 show the three-dimensional and top views of the suspension under Quincke rotation for volume fractions \( \phi = 0.02 \) (a, c) and \( \phi = 0.10 \) (b, d). Also see movies in the ESI\(^{†}\) for a visualisation of particle rotations. The suspension porosity in the \( z \)-direction decreases from \( f_{\text{fIn}} = 0.56 \) to \( f_{\text{fIn}} = 0.37 \) with an increase in particle volume fraction, as expected. For a dilute concentration of \( \phi = 0.02 \), we still find chaining similar to that in suspensions with no rotation under weaker electric fields. This is a rather surprising observation because individually each particle is rotating around its center and thus creates a disturbance flow field.

The components of the particle-averaged angular and translational velocities are shown in Fig. 6a–f, respectively, as functions of volume fraction \( \phi \) and for two different system sizes \( N = 500 \) and 1000. We find that the average velocities are of the order of \( 10^{-3} \) to \( 10^{-5} \), indicating that there is no large-scale collective motion of the particles despite individual particle rotations and EHD interactions between them. This is also seen by considering the histograms of the individual components of the angular and translational velocities in Fig. 7a and b. All the components of both the angular and translational velocities have a zero mean indicating the absence of any collective motion. The \( x \) and \( y \) components of the angular velocities are broadly distributed between \([-1, 1]\), corresponding to the angular velocities pointing in arbitrary directions in the \( x-y \) plane. The \( z \) component \( \Omega_z \), however, is sharply peaked around 0 as the Quincke effect does not cause rotation around the field direction: rotations around the \( z \)-axis are instead caused by hydrodynamic interactions and therefore much weaker. All the translational velocity components show similar deviations from the zero mean.

We plot the average magnitude of the angular speed of the particles in Fig. 8a and find it to remain nearly constant with...
Angular velocity of an isolated particle, \( \Omega_0 \), found to increase with slow down Quincke rotation. The average translational speed is of an isolated sphere, indicating that EHD interactions tend to However, its average value is always less than the angular speed in Fig. 8c. This suggests that particle–particle interactions enhance velocity fluctuations and thereby disrupt chain alignment in the vertical direction, despite the lack of large-scale collective dynamics; we characterize this in more detail below. The effect of the system size is found to be relatively minor, with the small system with \( N = 500 \) exhibiting slightly higher values for both the average angular and translational velocities when \( \phi > 0.06 \).

We observe that the microstructure in Fig. 5c appears less porous when compared to Fig. 3d, indicating that the chains in these two cases have some dissimilarities. Visual inspection of the three-dimensional structure of suspensions under Quincke rotation (also see movies in the ESI†) reveals that the longer chains are not completely aligned with the electric field and that smaller isolated chains are tilted at an angle to it regardless of particle concentration. This is further evidenced when comparing the pair distribution functions for the case when there is Quincke rotation in Fig. 9a with the case with no rotation in Fig. 4b. When Quincke rotation takes place, the second and third bright yellow spots along the \( z \)-direction are found to be weaker, which indicates that alignment along the field direction is not as strong. The particle chains are even less straight when the particle concentration is increased, see Fig. 5d. This is also evidenced in the pair distribution function of Fig. 9b, where the brightest yellow spot near \( z = 2 \) is seen to be stretched in the radial direction.

Another question of interest is whether particles are co-rotating or counter-rotating with respect to their immediate neighbours. To answer this quantitatively, we plot the distribution function of \( \tilde{\Omega}_z \) as a function of relative position between two particles in Fig. 9. We find that neighbouring particles forming the chains are counter-rotating, as evidenced by alternating blue (negative) spots and yellow (positive) spots along the \( z \)-direction, regardless of the particle concentration,
near a no-slip wall. In the three-dimensional case, an isolated particle can never self-propel. Therefore, only electrohydrodynamic interactions between particles can potentially give rise to either self-propulsion or large-scale directed motion. As discussed previously, we see neither of these effects in our simulations. We also note that the DEP force in the two-dimensional Quincke roller system favored alignment of one roller either behind or in front of another roller, further helping in flock formation. In the three-dimensional case, the DEP force hinders any such collective motion.

### 3.3 Isolated chains in an infinite fluid

The suspensions with particles under Quincke rotation display chains that are imperfectly aligned with the electric field. Relatively isolated smaller chains were found to be either tilted with respect to the electric field or in a bow-shaped configuration. To uncover the mechanism behind this observation, we simulate isolated chains in an infinite domain. We place particles in the direction of the electric field and introduce small perturbations in the dipole moments in the $x$-direction at time $t = 0$ to induce counter-rotation of particles in the chain in the $y$-direction. The steady state configurations of these chains with counter-rotating particles in an infinite fluid are found to be very similar to those in the suspensions. The even-numbered chains form a bow-shaped configuration (Fig. 10a) while the odd-numbered chains are tilted at an angle (Fig. 10b) with respect to the electric field.

To quantify this misalignment with the field, we plot in Fig. 10c the projection of the vector $\mathbf{R}_{a+1}$ along the vertical axis joining pairs of subsequent particles inside the chain as a function of $\alpha$ for $N = 10$, for two chains with an even $(N = 10)$ and odd $(N = 11)$ number of particles. With this definition, a value of 1 corresponds to perfect alignment with the $z$-direction. As shown in Fig. 10c, chains with even numbers of particles display stronger misalignment near their free ends consistent with the bow-shaped configuration shown in Fig. 10b, whereas misalignment is nearly uniform along chains with odd numbers of particles, since these are simply tilted at an angle as shown in Fig. 10a. The ends of the even-numbered chains were found to make an angle of $5$–$20^\circ$ with respect to the positive $z$-direction, regardless of chain size, $N$.

Similarly, the averaged angle of tilt was found be $5$–$20^\circ$ in the odd-numbered chains. We confirm that neighbouring particles inside chains are counter-rotating in Fig. 10d, where plot $\mathbf{\hat{\Omega}}_a \cdot \mathbf{\hat{\Omega}}_{a+1}$ as function of $\alpha$ and find that it is uniformly equal to $-1$ in both even- and odd-numbered chains.

Interestingly, the bow-shaped configuration of even-numbered chains is similar to that of a non-rotating chain subject to an electric field but placed in a Poiseuille flow. Similarly, the titled configuration appears similar to that under a shear flow (see Fig. 8 and 10 in Parthasarathy and Klingenberg). These configurations in our simulations are a result of free-end effects. This is best explained by looking at chains of sizes three and four, respectively, as depicted in Fig. 11, and by only considering nearest neighbor interactions. The black arrows in the schematic show the directions of rotation in the chains, with subsequent particles rotating in

---

**Fig. 9** (a) and (b) Pair distribution functions in the $(r, z)$ plane, where $r$ is the distance from the vertical axis in cylindrical coordinates, for two suspensions of $N = 500$ particles undergoing Quincke rotation ($E_0/E_c = 2.0$) at volume fractions $\phi = 0.02$, and $\phi = 0.10$. The insets show close-ups of the first peaks. (c) and (d) Corresponding distributions of $\mathbf{\hat{\Omega}}_a \cdot \mathbf{\hat{\Omega}}_{a+1}$ for the same two systems. Blue spots indicate counter-rotation while red spots indicate co-rotation with respect to a particle located at the origin. (e) and (f) Probability density function $P(N)$ of the number of particles $N$ falling in small randomly placed cubic interrogation boxes with a size chosen to have a mean of $(N) = 4$, for the same two systems. The red curve shows the Poisson distribution $P(N) = (N!)^e^{-N}/N!$ in all figures, the data has been time-averaged over the interval $t \in [490, 500]$.
opposite directions consistent with observations. The colored arrows correspond to the linear velocities induced at a particle’s centre by its direct neighbors due to their rotlet flows. For example, the induced velocity due to a red particle is represented with a red colored arrow and so on. First, consider the odd chain with three particles. The net velocity experienced by the central blue particle is zero due to symmetry. The velocity induced by the central particle at the locations of its neighbors are in the opposite directions (left on green particle and right on red particle). Hence, the particles situated at the ends translate in opposite directions. Since the particles are no longer aligned parallel to the electric field, there is a component of the DEP force in the direction perpendicular to the electric field. The particles stop moving when the component of the DEP force perpendicular to the electric field balances the induced rotlet velocities. However, summing the translational velocities of all the particles in this case results in a net translational velocity of the entire chain and the chain self-propels towards the right direction. In our suspension simulations, these free-end effects are reduced due to periodicity and we observe these two configurations mainly at dilute concentrations where crowding effects are lower.

The dependence of the angular speed on chain length for both odd- and even-numbered chains is shown in Fig. 12a. We find that the mean velocity of the particles decreases with an increase in chain size due to hydrodynamic interactions and is always lower than the angular speed of an isolated spherical particle, \( \Omega_0 = \sqrt{E_0^2 / E_z^2 - 1} \) for \( E_0/E_z = 2 \) in these simulations. One additional feature of the even-numbered chains is self-propulsion. This was observed as one of the outcomes of the simulations for a pair of particles in our previous work.\(^5^4\) The velocity of self-propulsion is seen to decrease with number of particles in the chain \( N \), \( i.e., \) longer chains propel with a lower velocity, see Fig. 12b. This is simply because propulsion arises due to the force experienced by the particles near the free ends, which remains finite as the chain increases in size. On the other hand, the hydrodynamic drag experienced by the chain increases with \( N \). Finally, we also plot the mean of \( \langle \mathbf{R}_{xy} \rangle \mathbf{e}_z \) for each chain as a function of \( N \) in Fig. 12c. As the chain is made longer, the particles in the centre become more aligned with the \( z \)-direction, and hence the value of \( \langle \mathbf{R}_{xy} \rangle \mathbf{e}_z \) approaches unity. However, it never reaches one, because chains larger than \( N \gtrsim 75 \) break into smaller chains. This explains the observation of stable chains in these suspensions even when particles are
under Quincke rotation. The effect of periodicity in the suspension helps in making the chains less tilted. Since the chains are not isolated, the particles forming these chains experience EHD interactions from the neighbouring chains and become slightly misaligned, assuming a zig-zag configuration in concentrated suspensions.

3.4 Stability of a pair of counter-rotating particles

In this section, we focus on the most fundamental microstructural unit of the suspension, namely a pair of counter-rotating particles, and show that this pair is stable when aligned in the direction of the electric field. Consider two counter-rotating particles with the assumption $\Omega_1 = -\Omega_2$. The translational velocities of the spherical particles are,

$$U_1 = -\frac{1}{R_{12}^2} \hat{\Omega}_2 \times \hat{R}_{12} + \frac{F_e}{6\pi \eta Ma}$$  \hspace{1cm} (22a)$$

$$U_2 = -\frac{1}{R_{21}^2} \hat{\Omega}_1 \times \hat{R}_{21} - \frac{F_e}{6\pi \eta Ma}$$  \hspace{1cm} (22b)$$

without any steric interactions. Noting that $R_{12} = -R_{21}$, and substituting $P_1 = P_x e_x + P_y e_y + P_z e_z$ and $P_2 = -P_x e_x + P_y e_y$ and $\hat{R}_{12} = R_x e_x + R_y e_y + R_z e_z$, the rate of change of the vector pointing from sphere 1 to 2 is,

$$\frac{dR}{dt} = U_2 - U_1 = \frac{dR_x}{dt} e_x + \frac{dR_y}{dt} e_y$$  \hspace{1cm} (23)$$

where we have dropped the subscripts 12 for convenient reading. The components of $\hat{R}$ in the $x$- and $z$-directions read,

$$\frac{dR_x}{dt} = \frac{4}{Ma R^3} \left[ -3P_x^2 + P_y^2 - \frac{5}{R^2} (P_x^2 R_y^2 - P_y^2 R_x^2) \right] R_x,$$  \hspace{1cm} (24a)$$

$$\frac{dR_z}{dt} = \frac{4}{Ma R^3} \left[ 3P_x^2 - P_y^2 - \frac{5}{R^2} (P_x^2 R_y^2 - P_y^2 R_x^2) \right] R_z.$$  \hspace{1cm} (24b)$$

Note that the effect of rotational flow field is absent in the expression for $\hat{R}$ in eqn (24). However, the effect of Quincke rotation comes into play through the dipole moment in the plane perpendicular to $E_0$, i.e., $P_z$. Next we consider two basic configurations: one when the vector $R$ is perpendicular to the applied electric field and another when $R$ is parallel to it. In the first case, substituting $R_z = 0$ in eqn (24) yields

$$\frac{dR_x}{dt} = \frac{4}{Ma R^3} (2P_x^2 + P_y^2), \quad \frac{dR_y}{dt} = 0.$$  \hspace{1cm} (25)$$

Since $2P_x^2 + P_y^2 \geq 2$, we find that $dR_y/dt > 0$, i.e., the two particles will separate in the $x$ direction. Note that this is also true for non-rotating conventional ER fluids$^{26,55}$, where $P_\perp = 0$.

To investigate the stability of the perpendicular configuration, we perturb it as $R = R_x e_x + \delta R_x e_x$, where $\delta$ is a small number, and linearize eqn (24b) to obtain

$$\frac{dR_x}{dt} = \frac{4}{Ma R^3} (4P_x^2 + 3P_y^2) R_x.$$  \hspace{1cm} (26)$$

The prefactor on the right-hand side can be seen to positive, which indicates that the perpendicular configuration $R_z = 0$ is unstable: the pair of particles will separate along the perpendicular direction while at the same time rotating away from that configuration.

Next, we perform a similar analysis for the parallel case and first substitute $R_z = 0$ in eqn (24), yielding

$$\frac{dR_x}{dt} = 0, \quad \frac{dR_y}{dt} = -\frac{4}{Ma R^3} (P_x^2 + 2P_y^2).$$  \hspace{1cm} (27)$$

In this case, we find that $dR_y/dt < 0$, i.e., the distance between the two particles in the field direction will decrease with time, which is also true for non-rotating particles in weak fields. Eventually, this motion will be counteracted by steric interactions, and the two particles will form a pair with $R_y = 2$.

To probe the stability of the parallel configuration, we introduce a perturbation as $R = \delta R_x e_x + R_y e_y$ and linearize eqn (24a) to find

$$\frac{dR_x}{dt} = \frac{4}{Ma R^3} \left[ 3P_x^2 + 4P_y^2 \right] R_x.$$  \hspace{1cm} (28)$$

The prefactor on the right-hand side is negative in this case, indicating that the parallel configuration is stable for
counter-rotating particles and is responsible for the microstructure observed in isolated chains and periodic suspensions simulations. From eqn (26) and (28), we see that the DEP forces are a quadratic function of $P_{op}$. Increasing the electric field will increase the strength of the induced dipole moments and the chaining effect will become even more pronounced. This is consistent with the results of our simulations with $E_0 = 3E_c$, which show the same phenomenology as for $E_0 = 2E_c$ with yet clearer chain formation.

4. Conclusions

In this article, we performed simulations of a relatively large number of dielectric particles ($N = 500–1000$) in a periodic domain suspended in a weakly conducting fluid and subject to a DC electric field. We reproduced the chaining phenomenon in a conventional ER fluid where individual particles do not spin. On increasing the electric field beyond the critical value, the particles start to spontaneously spin in the suspension. While a suspension of such particles confined to two dimensions and rotating next to a wall is known to display collective motion, the same was found not to be true in three dimensions. Instead, we found that the dielectrophoretic (DEP) forces also caused chaining in these suspensions under Quincke rotation. Adjacent particles were found to counter-rotate in the chains. There was no net particle motion in any direction and hence no spontaneous collective motion in these suspensions. Flows created by individual particle rotation were unable to break the chains formed by DEP forces. This is in contrast to the related phenomenon of dipolophoresis, where particle chaining due to DEP was significantly suppressed by induced-charge electrophoresis (ICEP).56,57,61

We then analysed isolated chains in an electric field and found two distinct configurations depending on whether the number of particles in the chain was odd or even. The odd-numbered chains were found to be tilted at an angle to the electric field akin to a flexible fibre subject to a Couette flow. On the other hand, even-numbered chains formed a bow-shaped configuration similar to a flexible fibre subject to a Poiseuille flow. The even-numbered chains were found to self-propel with a velocity that decreases with the chain size. These effects were found to be a result of free-end effects and less likely to be seen in concentrated periodic suspensions. Finally, we focused on the fundamental building unit of the suspension microstructure: a pair of counter-rotating spheres. A stability analysis showed that such a pair is stable in the direction of the electric field but unstable perpendicular to it.

Future research work should consider the effect of shear flow on such suspensions to study their rheological properties. This will enable one to answer questions raised by experiments where an increase in flow rate has been observed when these suspensions are subjected to a Couette flow and Poiseuille flow. The simulations should then be compared with theoretical continuum models.68–70 An apparent increase in conductivity has also been reported.71 Since, we used normal contact forces to model steric interactions, the role of friction is unknown in such suspensions. Hence, sophisticated contact models accounting for surface asperities and roughness should also be considered, particularly for dense suspensions.62 Our simulations, based on far-field results, could be extended to account for near-field interactions by using Stokesian dynamics simulations or the boundary element method. The latter is particularly suitable for studying suspensions of non-spherical particles, such as spheroids or helices. Finally, our simulations could be extended to include wall effects and reproduce recent experiments on magnetic control of Quincke rollers dynamics of Quincke dimers and trimers, and pear-shaped Quincke rollers.
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